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Annealing Temperature-Dependent
Optical Properties
of (Ta2O5)0.965—(TiO2)0.035 Thin Films

Prashant Thapliyal, Alok S. Kandari, Vijendra Lingwal, N. S. Panwar,
and G. Mohan Rao

Abstract Tantalum (Ta) and titanium (Ti) metal targets were sputtered to deposit
(Ta2O5)0.965—(TiO2)0.035 composite thin films onto the quartz and P/boron–silicon
(1 0 0) substrates by direct current (DC) magnetron sputtering in the oxygen envi-
ronment at room temperature (RT). The as-deposited films were followed by the
annealing in the temperature range from 500 to 800 °C for 90 min. X-ray diffraction
results indicated the formation of Ta2O5 structure of annealed thin films. Optical
measurements were performed by UV-Vis spectrophotometer, and obtained trans-
mittance versus wavelength plot was used to determine the refractive index (n),
extinction coefficient (k), and optical energy band gap (Eg) of the film material.
The optical parameters derived from transmittance (T ) measurement were observed
varying with annealing temperature. The refractive index of prepared (Ta2O5)0.965—
(TiO2)0.035 thin films, at 550 nm, was observed decreasing from 2.21 to 2.14, and Eg

from 4.27 to 3.88 eV, with increasing annealing temperature. The extinction coef-
ficient associated with the absorbance was observed decreasing with the increasing
wavelength.
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1 Introduction

Transition metal oxides have been very demanding as the high dielectric materials
for large-scale integration of capacitors into high memory devices. Among these
oxides, Ta2O5 (tantalum pentoxide) has been reportedly observed one of the most
popular dielectric material, as it is widely applicable in the fields of optical and
electronics [1–3]. Many more applications of Ta2O5 thin layers were reported in the
different fields, e.g., in optics as a highly transparent and refracting material [4], in
optoelectronics as catalysts [5, 6], in silicon solar cells as anti-reflective coatings [7]
and optical waveguides [8, 9].

The impact of substrate heating and post-deposition annealing has been reported
and improved microstructure, better quality of the film [10], increased packing
density, reduced oxygen vacancy, and defect density of film [11] were observed.
Not only annealing, but also the doping of metal oxides (e.g., TiO2 or ZrO2) into
Ta2O5 has the potential to enhance the electrical properties of pure Ta2O5 consider-
ably [12–14]. Dielectric constant of pure Ta2O5 was observed drastically improved
with the doping of 8% (mole) TiO2, in case of bulk [15] and annealed films [16].
In this report, (Ta2O5)0.965— (TiO2)0.035 thin films were deposited on the quartz
(n = 1.51, T = 92%) and semiconducting silicon substrates by DC sputtering of
the Ta and Ti metal target in the presence of oxygen. This report demonstrates the
annealing effect onto the observed structural and optical properties of the deposited
film material.

2 Experimental

Using the reactive DC magnetron sputtering, (Ta2O5)—(TiO2) composite thin films
were deposited on optically polished quartz and p-silicon (1 0 0) substrates, at room
temperature. The substrates (quartz and silicon)were rinsedwith the help of deionised
water, acetone, and hydrogen fluoride (HF) to get the clean surface, followed by
the ultrasonication for 5 min. The cleaned and dried substrates were loaded in the
vacuum chamber for deposition. The metal targets (star shaped Ta and solid Ti) of
equal dimension (2 inch diameter, and 1 mm thickness) and same purity (99.99%)
were used for sputtering. High purity (>99.999%) oxygen and argon gases were
employed as the reactive and sputtering gases, respectively. An ultimate pressure of
1 × 10−5 mbar was achieved before starting the deposition. The distance between
the sputtering target assembly and film depositing substrates is kept 50 mm, during
the deposition. The sputtering conditions were established by keeping the working
pressure of 5× 10−3 mbar, along with 2.5× 10−4 mbar oxygen partial pressure. The
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as-deposited thin films were then annealed in ambient air, at the temperature ranging
from 500 to 800 °C, for 90 min. The DC power of 45 W was applied for depositing
the films.

Crystal structure usingX-ray diffractometer (make: PANalytical, model: X’PERT
PRO), composition using a scanning electron microscope with energy dispersive X-
ray (SEM-EDX) (make: CARL ZEISS, model: MA15/EVO18), and X-ray photo-
electron spectroscopy (XPS) (Kratos Axis Ultra DLD) and thickness (~280 ±
10 nm) using spectroscopic ellipsometer (make: SENTECH, model: SE800) have
been analyzed of the prepared thin films. UV and visible spectrophotometer (UV-
Vis) (Specord S600-212C291) was used to draw the transmission spectrum of the
prepared films, in the wavelength range of 190–1000 nm, with a resolution of 0.5 nm.
The optical coefficients were calculated using the optical transmittance plot and
Swanepoel’s envelopemethod. The opticallymeasured thickness (~260 to 280 nm) of
the prepared films was found consistent with the results obtained from spectroscopic
ellipsometer.

3 Results and Discussion

XRDpeaks of the prepared (Ta2O5)0.965—(TiO2)0.035 thin films, indicating the forma-
tion of orthorhombic Ta2O5 structure, have been shown in Fig. 1. With the annealing
at and above 700 °C, the crystal structure was observed formed, as shown in Fig. 1.
The obtained diffraction peak positions and corresponding (h k l) values were found
consistent with reported results [17–19].

Figure 2 shows the observed EDS spectrum from SEM-EDS measurements of
prepared (Ta2O5)0.965—(TiO2)0.035 films, deposited at RT. The characteristic peaks
of the detected elements may be seen in the EDS spectrum.

Fig. 1 XRD peak patterns
of (Ta2O5)0.965—(TiO2)0.035
thin films, annealed at
different temperatures
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Fig. 2 SEM-EDS spectrum of (Ta2O5)0.965—(TiO2)0.035 thin films

The atomic percentage and weight percentage information obtained from SEM-
EDS measurements are summarized in Table 1. Composition (x) of the prepared
(Ta2O5)1-x—(TiO2)x thinfilmsmaybedeterminedwith the help of atomicpercentage.
Also, the XPSmeasurements were found supporting the SEM-EDS results, as shown
in Fig. 3.

Figure 3 shows themeasuredXPS survey spectrumof the deposited (Ta2O5)0.965—
(TiO2)0.035 films. In the spectrum, elemental characteristic peaks were observed at
about 26–29 eV, 230–240 eV, 454–465 eV, and 530 eV, corresponding to tantalum
Ta 4f, Ta 4d, titanium Ti 2p, and oxygen O 1 s, respectively [19, 20].

Figure 4 shows the plot of transmittance vs wavelength of (Ta2O5)0.965—
(TiO2)0.035 thin films, for the different annealing temperatures. In the spectra, for the
wavelength above 400 nm, the transmittance of the prepared samples was observed

Table 1 Composition (x) of the prepared (Ta2O5)1-x—(TiO2)x films

x Ti
(Atomic %)

Ta
(Atomic %)

O
(Atomic %)

Ti
(Weight %)

Ta
(Weight %)

O
(Weight %)

0.035 0.53 37.94 61.53 0.32 87.18 12.50

Fig. 3 XPS survey scan
spectrum of
(Ta2O5)0.965—(TiO2)0.035
thin films
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Fig. 4 Transmittance
spectra of
(Ta2O5)0.965—(TiO2)0.035
thin films, annealed at
different temperatures
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increasingwith annealing temperature up to 600 °C. Above 600 °C, the transmittance
was observed decreasing with increasing annealing temperatures. This decreased
transmittance at the higher annealing temperatures (>600 °C) may be attributed to
the increase of oxygen deficiency [21, 22] and trap concentration [23] in the deposited
films. A sharp decreasing optical transmittance strand was observed nearly 300 nm,
which was found shifting toward the higher wavelength with increasing annealing,
significantly at the higher temperatures (>600 °C). The observed sharp absorption
edge signifies the direct transition from valence to conduction band and leads to the
photon–electron interaction.

The refractive index (n) and extinction coefficient (k) of the prepared
(Ta2O5)0.965—(TiO2)0.035 films, annealed at different temperatures, were calculated
by Swanepoel’s envelop method [24], using the transmittance spectra. Generally,
decreasing behavior of both the n and k was observed with increasing the wave-
length, for the prepared films, as shown in Fig. 5. The value of n, at 550 nm,
was found decreasing from 2.21 to 2.14 with the increasing annealing tempera-
ture, Fig. 5a, which may be attributed to release of internal stress and crystallization
upon annealing [4]. At 550 nm, the extinction coefficient (k) was found decreasing
with increasing the annealing up to 600 °C, and it was observed increased for further
annealing (>600 °C), as shown in Fig. 5b. Due to the loss of the oxygen content at the
higher annealing temperature (>600 °C), more absorption occurs and thus increased
extinction coefficient was observed [22], in the deposited films.

Optical energy band gap (Eg) can be derived from the optical transmittance plot,
by using Tauc’s equation [25, 26]. Among the drawn plots of α2, α1/2, α2/3, and α1/3

with respect to hν, Tauc’s equation was observed satisfied by the plot of α2 versus hν,
which leads to the photon–electron interaction. The optical band gapswere illustrated
by using the straight line portion of the plot of α2 versus hν, intersecting the energy
axis while extending, Fig. 6. α2 versus hν plots of (Ta2O5)0.965—(TiO2)0.035 films, for
different annealing temperatures have been shown in Fig. 6a–e. The value of Eg was
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Fig. 5 Plots showing the variation of a refractive index, b extinction coefficient with wavelength
for (Ta2O5)0.965—(TiO2)0.035 thin films, annealed at different temperatures

observed decreasing from 4.27 to 3.88 eV with increasing annealing temperature,
which may be due to the phase separation [27] and improved crystallization [21].

4 Conclusions

Ta and Ti metal targets placed in a single target holder were sputtered in oxygen
environment to deposit (Ta2O5)0.965—(TiO2)0.035 films, onto the both sides optically
polished quartz and p-Si (1 0 0) substrates, at ambient temperature. The as-deposited
films were annealed in the temperature range from 500 to 800 °C. X-ray diffrac-
tion results indicated formation of Ta2O5 structure of the annealed films. Transmit-
tance, refractive index, extinction coefficient, and energy band gap were measured
and observed depending on annealing temperature. For the amorphous films, with
increasing the annealing temperature up to 600 °C, the transmittance was observed
increasing, while it was observed decreasing for the crystalline films (>600 °C). This
decreased transmittance above 600 °C may be caused by the loss of oxygen in the
film. The value of n, at 550 nm, of prepared (Ta2O5)0.965—(TiO2)0.035 thin films, was
found decreasing from 2.21 to 2.14 with the increasing annealing, which may be by
virtue of the released internal stress, resulting the reduced density of the deposited
films. Optical energy band gap of the (Ta2O5)0.965—(TiO2)0.035 films, was observed
decreasing from 4.27 to 3.88 eV with increasing annealing. The extinction coeffi-
cient was observed, generally, decreasing with increasing wavelength. Also, for the
prepared (Ta2O5)0.965—(TiO2)0.035 thin films, the extinction coefficient was observed
decreasing with the increasing annealing temperature of the amorphous films (up to
600 °C), while for the structured films, i.e., films annealed at and above 700 °C, it
was found increasing with the increasing of annealing temperature.
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Fig. 6 α2 versus hν plots for (Ta2O5)0.965—(TiO2)0.035 thin films, deposited at a RT and annealed
at b 500 °C, c 600 °C, d 700 °C, e 800 °C.
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Photovoltaic Power System with Battery
Backup and Grid-Connection to Reduce
Grid Dependency During Peak Demand
Hours and Power Cuts

Vishal Rohilla, R. C. Rohilla, Prashant Thapliyal, Don Biswas,
and Gambhir Singh Kathait

Abstract Sun is considered as best and cleanest renewable energy source. This
energy can be converted into electrical energy using array of solar cells. The generated
electrical energy thus can be utilized to run the electrical appliances. Running these
electrical appliances inevitably depends on the availability of utility grid. Sometimes
the geographical, environmental and societal conditions affect the availability of
utility grid; that’s why the battery backed inverters are becoming one of the must
have amenity at homes and offices. In the present research work, we have converted
this battery backed inverter to the solar PV powered battery backed system in order
to reduce grid dependency for charging the batteries and reducing the utility bill. The
system is designed, tested and installed for a 2 BHK house situated in civil hospital
complex, Panipat at Latitude 29.401, Longitude 76.971 and Elevation 232 m, in
the Haryana State of Northern India. Panipat city is in the National Capital Region
(NCR) and have capability to represent approximately 1.6million houses in the entire
region including states Punjab, Haryana, Delhi, western part of Uttar Pradesh State
and Eastern part of Rajasthan State. Total energy demand for peak hours i.e. from
6:00 PM to 10:00 PM for total 4 h comes out to be 2250 Wh/day. So, the system
was designed according to 2250Wh/day. System’s cost was, Rupees Sixty Thousand
Four Hundred (Rs. 60,400/-). System is working without losing power on a single
day and producing electricity. Normally, the billing without installing the system
was approximately, Rupees One Thousand Four hundred (Rs.1,400/-) for 350 units
(1 unit = 1 kWh).

Keywords Battery backed · Charge controller · Design · Peak demand hours ·
PV · Photovoltaic solar · Utility grid
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1 Introduction

Sun is a readily available source of renewable energy. It spreads life giving energy
on every creature in the solar system. Due to its abundance and availability to all
without any bias, it is considered to be the best and cleanest renewable energy source
also, as it is available to everyone so, he/she is free to utilize according to needs
and capabilities. Using the photo voltaic technology one can harness its capability
of producing electrical energy. The generated electrical energy thus can be utilized
to run the electrical appliances designed to make life and living comfortable.

In the present scenario, electrical energy for the consumers is provided through
utility grid so, the availability of electrical energy for running the loads/appliances
that one has, inevitably depends on the availability of utility grid in the vicinity
of house/work place. Sometimes, the geographical, environmental, and societal
conditions affect the availability of utility grid.

According to government of India and ministry of power , electrical energy
requirement of countrywas 12,74,595MUand the availabilitywas 12,67,526MU for
the year 2018–19. Total deficit was only 0.6%, while calculating the deficit total
installed capacity was considered it doesn’t include the power stations running in
under capacity mode. So, in real time this deficit is far more [1]. However, it has been
seen that housings in the planned localities as well as housings near to them witness
the frequent power cuts. That’s why the battery backed inverters are becoming one
of the must have amenity. Power cuts and unavailability of grid, this situation is not
limited to the unplanned housings but also in Planned housing societies, Metro cities,
Small cities, Towns as well as in Villages. It may be due to lack in the demand and
supply ratio, faults in distribution systemandmanyother knownandunknowncauses.
System is designed and installed at the location within the Panipat city, Haryana State
of Northern India. While designing the proposed solar PV system it has been kept in
mind that, the grid is mostly unavailable during the peak demand hours in summer
season i.e. from 6:00 PM to 10:00 PM in the evening. It is the time when most of
the people arrive from their workplace to home and they get relax, entertainment,
cook meals, and start their sleep in the night. Since, it becomes dawn and tually night
during these hours most of the lightening, cooling, and entertainment appliance came
up in the operation mode so, electricity demand gets increased by many folds.

As far as the Indian power sector is concerned, the power generation is first from
thermal (Coal, Gas and Oil) 64.1%. Second is from other renewable sources 20.8%.
Third is the hydro power (renewable) 13.1% and at last from nuclear 2.0% [1].

Thermal power generation is a costly technology. Hence, the electricity generated
is costly in terms of price per unit of consumption. This cost ultimately incurred from
the consumers. With the advancement in technologies in the distribution system,
“Smart Grid” concept is now in starting phase of its adaptation. One of the attribute
is that, the user will be charged for the consumption according to demand and supply
ratio. Price of electricity will vary throughout the day and in the peak demand hour’s,
consumers have to pay more price for the consumption.
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Solar Photovoltaic energy production technology is now matured enough and
commercialized [2]. Many design strategies like hybrid, standalone and grid
connected as well as optimization of system components have been proposed in
literature [3]. Our work is to demonstrate the system based on the use of existing
methods, tools, and techniques to reduce the dependency on grid and further, bring
down the utility bills. Hence, the residents may adopt the proposed system, and get
benefited from our design.

2 Methodology

2.1 Solar Resource Assessment

First thing is to assess the solar resources available throughout the year at that place
where the system is to be installed. This can be done through meteorological data
that is being made available in public domain by many government agencies of the
world like, Ministry of New and Renewable Energy India, NREL, Department of
Energy US and many more international solar alliance [4–7]. Data collected from
the ground station or the form the Meteosat satellite [8]. Some well-known online
tools and software are also available like pvgis, VAISALA, solargis, nrgsystems,
PVSYST, homer etc. [9–14]. Some have inbuilt applications to find the Latitude,
Longitude and Elevation of that place and use them for assessing the availability of
solar radiations throughout the year for different tilt angel of solar panels.

The system is designed, tested and installed for a 2 BHK house situated in Civil
hospital complex, Panipat at Latitude 29.401, Longitude 76.971 andElevation 232m,
in the Haryana state of Northern India [9], which is in the National Capital Region
[15]; and have the capability to represent the entire region including states Punjab,
Haryana,Delhi,western part ofUttarpradesh state andEastern part ofRajasthan state.
Solar resource availability was assessed by PVGIS online [9] and PVGIS-SARAH
dataset, which have used images capturing the solar surface irradiance and cloud
albedo from Meteosat satellite to construct this data set [16].

2.2 Optimum Solar Tilt Angle

PVpanels to capturemaximumsolar radiations can bemounted either on sun tracking
platform with capability to track sun by change one axis, two axis or fixed. Sun
tracking arrangement is costly, so that, in our design we have not used it. Instead we
have chosen tomount PVpanels fixed at an optimum tilt angle. For optimizing, the tilt
angle findings of several researchers have been reviewed; and concluded the simplest
way to choose it [17, 18]. We found that sum of Latitude angle of that place and 5°

i. e. 34.4° ± 4° is optimum for winters as well as summers [19]. The found angle
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Table 1 Monthly Global horizontal irradiation (kWh/m2) data obtained Minimum in any month
of a year at optimum tilt angle

SARAH data set year
for selected location

Monthly global
horizontal irradiation
(kWh/m2) minimum

At optimum tilt angle
34.4° ± 4°

Month of minimum
global horizontal
irradiation (kWh/m2)

2005 108 155 January

2006 105 157 December

2007 111 165 December

2008 105 155 December

2009 108 153 January

2010 85.6 113 January

2011 107 150 January

2012 97.8 141 December

2013 101 141 January

2014 93.5 127 January

2015 82.7 109 January

2016 94.7 130 January

gives Global horizontal irradiation above 1 kWh/m2 as per calculations from PVGIS
online tool Table 1 summarizes the obtained values .

The observed data conform the feasibility of operation of the system throughout
the year. Solar resource availability varies from 109 kWh/m2–165 kWh/m2. Year
wise variations in minimum resource availability varies from 82.7 kWh/m2 to 111
kWh/m2.

2.3 Load Estimation

Next step is to estimate the load of appliances, a small 2 BHK house with appliances
is summarized in Table 2. It is chosen because it represents the maximum number of
housings and the minimum load requirements in the entire NCR region. Temperature
in summers may go up to 45 °C when fans are needed and in winters goes below up
to 12 °C when no need of fans only lightings are required.

Total energy demand of a day is coming out to be 8,953 Wh. the maximum
load at any time is 670 W. Total energy demand for peak hours i.e. from 6:00 PM to
10:00 PM total 4 hours comes out to be 2250 Wh/day. So, the system was designed
according to 2250 Wh/day.
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2.4 Inverter Selection

Inverter is required to convert DC voltage stored in the batteries to AC voltage similar
to the voltage that comes to a house fromUtilityGrid, so that appliancesmay function
smoothly. Inverters with high efficiency greater than 90% are readily available in the
market. Keeping in view the efficiency, availability in market and system voltage,
1100 VA Single Phase inverter with option to connect 24 V battery bank with effi-
ciency greater than 90% (assumed 93%) was purchased from old appliances market
due to cost constraints.

Inverter has to supply the power in the cabling to which load is connected. There
may be 2% power loss is assumed so, inverter output energy should be 2% greater
than 2250 Wh/day i.e. 2296 Wh/day.

Calculated Input Energy to the inverter from Battery Bank = (Inverter output
energy/inverter efficiency) = (2296/0.93) = 2468.81 Wh/day.

2.5 Battery Bank Design

Output voltage of Battery Bank was chosen as 24 V. Some of the energy from battery
to inverter may get lost this was assumed to be 2%.

Output energy from battery was calculated to be (2468.81/0.98) = 2519.20 Wh.
Capacity of battery is the ampere hour (Ah) capacity and depends upon the output

energy required, output voltage and the depth of discharge of battery(DoD). DoDwas
assumed as 50%.

= (Energy required × Day of Autonomy)/(output voltage × Depth of Discharge)
= (2519.20 × 1)/(24 × 0.50) = 209.93 Ah.
In the market, 12 V/ 200 Ah lead acid batteries are readily available at fair price.

Since, the output voltage was chosen as 24 V so, two batteries of 12 V 200 Ah each
were connected in parallel to achieve the 24 V, 200 Ah.

Battery will be charged via Solar panels through charge controller and in absence
of solar energy can be charged through utility grid. Battery charging system for
solar photovoltaic system is different from conventional charging system. Because,
energy harvested from solar panels is neither provide constant charging current nor
the constant voltage. Therefore, a charge controller is required.

Total energy required at input of the battery bank depends on how efficiently the
battery bank gets charged from its lowest state of charge to full charge.

We have assumed the Lead Acid Battery bank as 70% efficiency [20].
So, input energy = (Output energy/efficiency)
Input energy = (2519.20 Wh/70%) = 3598.85 Wh.
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Table 3 Specifications of charge controller

Nominal battery voltage 24 V

Maximum battery current rating 30–50 A

Input PV voltage range, Voc 40–85 V

Power conversion efficiency >96%

Charge regulation Four stage charging algorithm: bulk,
absorption, float and equalization

Float voltage 27 V

Reverse current flow protection Yes

PV High voltage charging disconnect and its
recovery

Yes

PV high current regulation If battery current ≥ 30 A

2.6 Charge Controller Selection

Battery charging can be controlled via two types of technologies available one is
Pulse-Width Modulation (PWM) technology and another is Maximum Power Point
Tracking (MPPT) technology. Both the technologies have their own benefits and
drawbacks. In MPPT, there is a programmable chip which is usually used to switch
on the DC-DC convertor according to the algorithm and fused into chip. When solar
panel output voltage is higher than the required DC voltage, the DC-DC convertor
takes high DC voltage at input and maintain a required constant lower DC voltage
at the output. This extra voltage is converted into the current. When the solar panel
output voltage decreases below the required voltage, the DC-DC converter takes
lower DC voltage at input and convert it into higher DC voltage by compensating
the current.

Charge controller also works as a reverse blocking system that prevents the flow
of charge from battery to solar panels. MPPT charge controller was chosen in this
system. However, cost of MPPT charge controller is higher than PWM Charge
controller. But due to its various advantages like efficiency, battery life enhancement
feature and availability at affordable price,makes it a popular controller. The MPPT
charge controller with capability of controlling the battery charging via solar panel
as well as via grid was selected in our system. Specifications of charge controller are
summarized in Table 3.

2.7 Solar Panel Estimation

Solar panels need to be connected with battery bank via charge controller so, there
will be some energy loss in wires from panel to charge controller, charge controller
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Table 4 Specifications of
solar panel provided by
manufacturer

Cells type Poly crystalline

Capacity 315 W

Voltage at Max Power (Vmax) 36.75 V

Open Circuit Voltage (Voc) 45.25 V

Current at Max Power (Imax) 8.58 A

Short Circuit Current (Isc) 9.29 A

to battery bank and within the charge controller itself. We have assumed the cabling
loss is 2% in either direction.

Energy at the charge controller output after 2% cable loss = (3598.85 Wh/0.98)
= 3672.30 Wh.

Input energy required to the charge controller from solar panel side = (3672.30
Wh/charge controller efficiency) = (3672.30 Wh/97%) = 3785.87 Wh.

Solar panel output required at input of charge controller after 2% cable loss =
(3785.87/0.98) = 3863.14 Wh.

Output of Solar panels while assuming 5 h of sunshine = (3863.14 Wh/5 h) =
772.62 W.

Module retarding factor due to panel soiling, shading, mismatch and temperature
difference were assumed as 30%.

So, module output power required = (772.62 W)/(100 − 30)% = 1103.75 W.
Module aging factor was also considered as 10%.
Final module power required = (1103.22 W/90%) = 1226.39 W.
Four solar panels of 315 W each were chosen to provide the required energy

from the available choices in the market. Specifications of solar panel as provided
by manufacturer summarized in the Table 4.

3 Results and Discussion

The block diagram representation of the system is summarized in Fig. 1. Four solar
panels of 315 watt each are connected with wire in parallel to achieve final module
power required at the input of charge controller as per calculations. All connections
with solar panels were constructed by 6 mm2 copper wire, charge controller in this
system works as master for all the system components solar panels, battery bank,
inverter mains input and ACmains (grid input). Battery bank is connected parallel to
both charge controller and inverter. Invertermains input comes fromcharge controller
which is being utilized to charge batteries if not fully charged, via grid, in case of
absence/insufficient solar power. Inverter output is connected with the load. The
designed system is similar to the popularly known retrofitted system as propagated
by the charge controller manufacturers [21, 22]. According to the specifications, it is
easy to connect with battery backed inverter system. The actual designed system is
depicted in Figs. 2, 3, 4 and 5. System is working without losing power on a single
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Fig. 1 Block diagram
representation of
the designed system

Fig. 2 Installed system
(inverter and batteries)

Fig. 3 Solar Charge
Controller

day and producing electricity. Daily, at the time of peak demand hours, the house
owner himself switches off the mains/grid.

The installed system can provide three fold benefits in terms of power saving.
The first benefit, it doesn’t require power from utility grid to charge batteries. second
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Fig. 4 4 Solar panels
connected in parallel of 315
Watt each

Fig. 5 Solar panels mounted
at optimum angle

benefit, during day time surplus energy can run the electrical appliances or fed to the
grid. third benefit, it can run the electrical appliances during peak hours and power
cut. Hence, the system is capable of reducing the monthly electricity bill. The money
saved can be accounted for the recovery of the cost of installed system.

4 Conclusions

The designed system for Assessment of electricity savings utility bills is reviewed. In
Panipat city the electricity distribution and its monthly billing is maintained by Uttar
Haryana Bijli Vitran Nigam (UHBVN). It’s official website contains latest orders
and circulars that governs the tariff and charges for the computation of monthly
electricity bills [23]. The monthly savings of electricity by utilizing the designed
system comprises of electricity generated from the solar panels during 5 sun shine
hour (electricity used in charging batteries and surplus power, power delivered to
load during 4 peak demand hours).

Savings =( 3598.85Wh + 2250Wh) = 5848.85 Wh
Approximately, 6 kWh/day and in a month it comes out to be 180 kWh.
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Table 5 Actual cost of the
system

Sr. No. Material/Equipment Charges in Rupees

1. 1100 VA inverter 2,000

2. Two batteries of 12 V, 200 Ah 22,000

3. Charge controller 24 V 3,500

4. 4 Solar Panels of 315 W each 29,900

5. Other expenses (cables, stand and
labor)

3,000

Total 60,400

Normally the billingwithout installing the systemwas approximatelyRupees,One
thousand Four hundred (Rs. 1,400/-) for 350 units (1 unit = 1 kWh). After installing
the system monthly electricity bill is now approximately Rupees, Five Hundred
(Rs.500/-). Clearly it leads to savings of approximately Rupees One thousand
(Rs.1,000/-).

Actual cost of system is summarized in Table 5.
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Abstract — The computational world has become very 
large and complex. Cloud is an emerging technology in the 
world of Information Technology. Cloud computing offers 
IT capabilities as services. Cloud based services are on 
demand, scalable, device independent and reliable. Cloud 
computing is built on the virtualization concept. 
Virtualization separates hardware from software and has 
benefits of server consolidation and live migration. In this 
paper we present an overview of cloud computing and also 
describe about its key technology “virtualization”. We are 
also presenting research challenges in cloud computing. 

Keywords—Cloud   Computing,   Virtualization;   Virtual machine. 

I.  INTRODUCTION 
 

IT resources have become more powerful, cheaper, and can 
be accessed from anywhere due to Internet and also the 
processing and storage technologies development. Cloud 
computing is the latest evolution of computing for hosting and 
delivering services over the Internet. Cloud computing is not a 
new idea, after launching of the Amazon EC2[1], cloud 
computing buzz began in 2006. Cloud computing delivers 
application and IT capabilities as a service over the Internet 
using third party. Resources (CPU, storage etc.) are delivered 
as general utilities that are leased and released by user over 
Internet in pay-as-you-go and on demand basis. It is very 
attractive for business owners who can start from small and 
increase resources only if there is rise in service demand. Many 
different businesses and organization have adopted the concept 
of the cloud computing. Cloud computing enables consumer 
and businesses to use application without installation and they 
can access their files on any computer through Internet. Cloud 
computing delivers software (application) as a service, 
infrastructure as a service, and platform as a service. Examples 
are Amazon's EC2 [1] Google's App Engine [2], Microsoft 
Azure [3], IBM SmartCloud [4] etc. The definition of cloud 
computing is standardized by NIST (National Institute of 
Standards and Technology) [5] as, 

“Cloud computing is a model for enabling convenient, on 
demand network access to a shared pool of configurable 
computing resources (e.g., networks, server, storage, 
application, and services) that can be rapidly provisioned 
and released with minimal management effort or service 
provider interaction”.  

Cloud model is composed of five essential characteristics: 
On-demand self service, Broad network access, Resource 
pooling, rapid elasticity and measured service. It consists of 
three service models and four deployment models which are 
defined and agreed in the NIST. 

Essential characteristics: 
 

• On-demand self service: It ensures that a consumer can 
one-sidedly provision computing capabilities such as 
server time and network storage automatically without 
requiring human interaction with each service provider. 

• Broad network access:  It gives access to capabilities 
available over the network through standard mechanisms. 

• Resource pooling: It pools computing resources to serve 
multiple consumers. Different physical and virtual 
resources dynamically assigned and reassigned according 
to consumer demand. Examples of resources include 
storage, processing, memory, and network bandwidth. 

• Rapid elasticity: It is used to elastically provision and 
release capabilities or resources. To the consumer, the 
capabilities available for provisioning often appear to be 
unlimited and can be appropriated in any quantity at any 
time. 

• Measured service: Cloud system control and optimize 
resource use by leveraging a metering capability at some 
level of abstraction appropriate to the type of service (e.g., 
storage, processing, bandwidth, and active user accounts). 
For both, the provider and consumer of the utilized 
service, resource usage can be monitored, controlled, and 
reported, and also provide transparency. 
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Advantages of Cloud Computing 
 

Most often, what makes organizations consider the cloud is the 
reduced cost. As customers are charged per execution-hour or 
gigabyte of storage, they do not need to worry about hardware 
maintenance and upgrade costs or the additional cost that 
comes with underutilized physical systems. The use of 
virtualization allows for easy scalability, whether by 
duplicating instances or by changing the amount of CPU and 
memory available on a virtual machine. Mobility has several 
advantages. The location and placement of resources in the 
cloud is not a factor in accessing the information. A benefit is 
that the execution environment and data can be placed closer to 
the location of highest demand. The cloud computing 
environment moves the administration of the physical systems 
to the cloud provider, creating a central administration of cloud 
services. This allows customer's IT departments to focus on 
their organizations solutions. Most cloud providers have 
several locations where they host customer data. This 
distributed approach to resources creates system redundancy. If 
portions of the resources go down, it will have minimal affect 
on the other resources. 

Disadvantages of Cloud Computing 
 

The biggest operational disadvantage is the lack of 
interoperability between providers. This has occurred mainly as 
organizations have built their cloud and are keeping the 
structure, architecture, and framework private. Even though 
many cloud providers' market 99% or more service availability, 
many applications are not well suited for use in the cloud. Two 
application types include those of high-availability and real-
time environments. When data is stored on the cloud, there is 
an expectation that it is frequently backed up to alternate 
locations. This is not always the case. Organizations that do not 
have separate and distinct data back-up locations from the 
cloud provider alternate locations for back-up data are at risk of 
losing their business data and potentially customers if things go 
wrong. The biggest concerns with the cloud are security and 
privacy. 

 

II. CLOUD COMPUTING MODEL 
  

[A] Service Model 
 

In cloud computing everything is provided as a service (Xaas). 
Services may be in the form of hardware, software, storage, 
platform, infrastructure database and many more. 

 
NIST presented three major categories of services, known as 
service model which are given below: 

1. Software as a service (Saas): Software (application) is 
delivered over Internet. Software, which runs on provider's 
cloud infrastructure, is delivered to multiple clients (on 
demand) through web browser over the Internet. The 
consumer does not manage or control the underlying cloud 
infrastructure including network, servers, operating systems, 
storage, or even individual application capabilities, with the 

possible exception of limited user-specific application 
configuration settings. Examples are: Google Docs and 
Salesforce.com. 
 
2. Platform as a service (Pass): Platform is provided to the 
client to build (develop, test, deploy) the applications. The 
capability provided to the consumer is to deploy onto the 
cloud infrastructure consumer-created or acquired applications 
created using programming languages, libraries, services, and 
tools supported by the provider. The consumer does not 
manage or control the underlying cloud infrastructure 
including network, servers, operating systems, or storage, but 
has control over the deployed applications. Examples are 
Microsoft Azure and Google App Engine. 

 
3. Infrastructure as a service (Iaas): It offers users elastic on 
demand access to resources (server, storage, networking) 
through service API. The consumer does not manage or 
control the underlying cloud infrastructure but has control 
over operating systems, storage, and deployed applications 
and possibly limited control of select networking components 
such as host firewalls. Cloud providers typically bill Iaas 
service on a usage basis, cost reflects the amount of resources 
allocated and consumed. Amazon EC2 is good example of 
Iaas. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.1 Service Model 
 
[B] Deployment Model 

 
NIST has given four deployment models which decides the 
user criteria means under which model who can access the 
services. Deployment model is shown in figure 1.2. 

1. Public Cloud: Cloud infrastructure is provided to the 
public, it is a mega scale infrastructure. Public cloud run by 
the third parties e.g. Amazon, Google which provides their 
services to users via Internet. A public cloud is available for 
public as pay-as-you-go manner, not limited on the basis of 
users.  
2. Private Cloud: It is also known as internal cloud. Cloud 
infrastructure is provisioned by a single organization which 
has full control over the applications run on infrastructure for 
specific use. Private cloud has no restriction of network 
bandwidth, security. 

 

Saas 
Software as a service 

Paas 
Platform as a service 

Iaas 
Infrastructure as a service 
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Cloud 
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Cloud 

Hybrid 
Cloud 

Community 
Cloud 

3. Hybrid Cloud: It is composition of two or more distinct 
cloud infrastructure. It allows, an organization can run some 
application on internal infrastructure and other can be run on 
public cloud. Hybrid cloud environment has multiple internal 
and/or external providers. It offers more flexibility than both 
public and private cloud. 

 
4. Community Cloud: cloud infrastructure is provisioned by a 
specific community. Multiple organizations make cloud 
infrastructure and share it. They also share policies, 
requirements and values. Cloud infrastructure is hosted by 
third party vendor or could be hosted by one of the 
organizations within community. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.2 Deployment Model 
 

III. VIRTUALIZATION: THE KEY TECHNOLOGY 
OF CLOUD COMPUTING 

Virtualization technology was developed by IBM in 1960 to 
maximize the utilization of hardware resources. The powerful 
and expensive mainframe computers were underutilized. 
Virtualization is the abstraction of the physical resources 
needed to complete a request and underlying hardware used to 
provide service. It splits up a physical machine into several 
virtual machines. 
 
 Virtual Machine 

 
A virtual machine can be defined as, “It is a software 
implementation of a computing environment in which an 
operating system or program can be installed and run”. [6] 
Virtual machines run operating systems add sometime called 
virtual server. A host operating system can run many virtual 
machines and shares system hardware components such as 
CPUs, controllers, disk, memory, and I/O among virtual 
servers[7]. Virtualization runs the entire virtual machine 
including its own operating system, called guest operating 
systems on another operating system, called host operating 
system. The real machine is essentially a host system with no 
virtual machines. The real machine operating system accesses 
hardware components by making calls through a low-level 
program called the BIOS (basic input/output system). 
 

History  
Virtual machines have been in the computing community for 
more than 40 years. Melinda Varian [8] introduces virtual 
machine technology, starting with the Compatible Time-
Sharing System (CTSS). Varian described the creation, 
development, and use of virtual machines on the IBM 
OS/360 Model 67 to the VM/370 and the OS/390. In 1973, 
Srodowa and Bates [9] demonstrated how to create virtual 
machines on IBM OS/360s. The 1980s and early 1990s 
brought distributing computing to data centers. Centralized 
computing and virtual machine interest was replaced by 
standalone servers with dedicated functions: email, database, 
Web, applications. The virtual machine was created on the 
mainframe. It has only recently been introduced on the mid-
range, distributed, x86 platform. Technological 
advancements in hardware and software make virtual 
machines stable, affordable, and offer tremendous value, 
given the right implementation. Virtualization provides 
increased efficiency and a reduction in physical resources. It 
can be defined as [10], “Virtualization is a framework or 
methodology of dividing the resources of a computer into 
multiple execution environments, by applying one or more 
concepts or technologies such as hardware and software 
partitioning, time-sharing, partial or complete machine 
simulation, emulation, quality of service, and many others."  
Examples of popular virtualization software are VMware ESX 
/ ESXi [11], Virtual PC [12], Xen [13], and Microsoft Hyper-
V [14], KVM [15], Virtual-Box [16]. VirtualBox and KVM 
are commonly associated with linux environments. 
Virtualization has ability to run multiple operating systems 
concurrently on single physical host as shown in Figure 1.3 
and Figure 1.4. Virtualization technology organizes the 
computing resources flexibly and it unscrambles the hardware 
and software architecture dependency. Virtualization 
technology also facilitates resource sharing, cost efficiency, 
fault tolerance, application isolation, portability. Virtualization 
products differentiate themselves by how they virtualize the 
environment. There are several different ways environments 
can be virtualized. These virtualized environments are being 
monitored and executed by a software component that 
manages all virtual machine executions known as the virtual 
machine monitor or hypervisor. The main advantage of 
virtualization is to provide better resource utilization by 
running multiple VMs on a single physical host. The main 
advantage of virtualization is to provide better resource 
utilization by running multiple VMs on a single physical host. 
Virtualization provides benefits of consolidation and virtual 
machine migration. Virtual machine migration avoids the 
process level problem such as residual dependencies [17], a 
process dependency on its original (source) node. It has many 
benefits like load balancing, energy saving. Virtualization 
provides benefits of consolidation and virtual machine 
migration. Virtual machine migration avoids the process level 
problem such as residual dependencies [17], a process 
dependency on its original (source) node. It has many benefits 
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like load balancing, energy saving. Hypervisor separates the 
hardware resources and provide the virtual machines (VM). 
VMs act like real physical machines; they use their virtual 
hardware resources. The hypervisor is also commonly referred 
to as a host (or dom0 of Xen nomenclature). The virtual 
machines are referred to as guests (or domU's for Xen, where 
U is an integer larger than 0, each referring to a different 
virtualized guest). VMware and Xen provide the capability to 
live migrate virtual operating systems through the tools 
VMotion and XenMotion respectively. 
 
 Types of Virtualization 
There are two main types of virtualization: 

 
Server Virtualization  
This is the most common type which splits up a single 
physical server into several virtual servers. In server 
virtualization, virtual machine can be created on the host 
operating system, using hypervisor or it can be directly created 
on the hardware. For this purpose two types of hypervisor 
type-1 or bare metal and type-2 or hosted are used. 

 
Type I (Bare Metal): In this type, VMM (Virtual Machine 
Monitor) is installed as a primary boot system on the 
hardware. Bare metal hypervisors run directly on the hardware 
and control the hardware and manage the guest operating 
system i.e. VMM has full control over all virtual machines. 
Examples are: Citrix XenServer [18], VMware ESX/ESXi, 
KVM, and Microsoft Hyper-V hypervisors. 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 1.3 Bare-Metal Virtualization 
 
Type II (Hosted): In this type hypervisors run within 
conventional operating system environment. Hypervisor is 
installed on the host operating system. Above hypervisor layer 
guest operating systems or virtual machines are installed. 
Examples are: VMware Workstation [19] and Virtual Box. 
  
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 1.4 Hosted Virtualization 
 
Advantages of virtualization 

 
• Efficient use of hardware: The typical conventional server 
runs only one major application (e.g. Exchange) and might be 
using only 10-15% of its processing capacity. Virtualized 
hardware works hard and is more cost effective, particularly if 
it is running many virtual servers. 

 
• Better and cheaper backup and disaster recovery: A virtual 
computer can be backed up very easily as an “image” - unlike 
conventional backups, which require complex and often 
expensive software. The images can be restored onto 
dissimilar hardware, unlike conventional backups, which often 
can’t. The image can be brought up almost instantly. This 
provides a working service while the primary computer is 
restored, and dramatically reduces downtime. It’s also very 
fast and easy to roll back a computer to a previous version, 
instead of having to fix it in, say, the case of a virus infection. 

 
• Better management: Virtual computers can be centrally and 
efficiently managed. Central administration and “locked-
down” desktop environments dramatically reduces support 
costs. Software can be installed and updated quickly and 
automatically across a virtual network. Virtual test machines 
can be created almost instantly so that testing can be done 
without any disruption of live machines. 

 
• Ability to set up and test new machines: This can be done 
easily and with no disruption to live services. 

 
• Less network infrastructure: Fewer physical machines mean 
less physical infrastructure – meaning lower purchase costs 
and less maintenance. 

 
• Lower power and cooling costs: This is particularly relevant 
to data centres or organizations with many servers. 

 
• Lower co-location costs: Fewer physical servers take up less 
space, slashing collocation costs. This has allowed the hosted 
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application industry (e.g. hosted Exchange, hosted 
QuickBooks) to fly. 

 
• Better security: Virtualization can provide centralized and 
secured computing environments. Desktop virtualization takes 
data off individual workstations and laptops, removing the risk 
of data loss through physical theft or loss of desktop machines. 

 
Disadvantages of virtualization 

 
Single point of failure: If a virtualized server fails, the entire 
organization can be paralyzed. If a company uses virtualized 
desktops and the central hosting server goes down, users can 
literally do nothing on their desktops compared with 
conventional desktops where users can keep functioning even 
if the network is down, and a single desktop failure doesn’t 
impact anyone else. This is a significant downside and no 
virtualized system should be put in place without proper 
contingency planning. 
 
• More powerful hardware needed: Virtualization uses fewer 
servers, and uses them better, but because they need to be 
more powerful, the reduction in total hardware costs may not 
be as dramatic as expected. 

 
• Greater demands on the network: Network and bandwidth 
requirements will be greater. If the virtualized server is hosted 
remotely, adequate and redundant bandwidth is needed, and 
this can push up running costs. 

 
• Complexity: Virtualization increases complexity on a 
computer, making it harder to manage and troubleshoot, 
particularly if it is not properly set up and documented. 
Without good automation tools, a virtual server can be almost 
impossible to manage. 

 
• Potential security problems: Some sources feel that security 
can be more difficult to manage on a virtualized system. New 
forms of attack could target the virtualization software itself – 
though so far this has not happened. 

 
• Third-party support issues: Some vendors may not be 
willing or able to support their software if it is running on a 
virtual server. 

 
• Lower tolerance for poor management: Operators of 
virtualized systems have to manage and document virtual 
environments properly. If they do not, they could end up with 
a messy jumble of virtual machines that can be costly in terms 
of time and unnecessary licenses. 
 

IV. RESEARCH CHALLENGES IN CLOUD 
COMPUTING 

 
Cloud computing is emerging technology which is being 
adapted by big organization as well as by small organizations. 
Due to complex and hybrid cloud computing architectures, 

many challenges arise. The research on cloud computing is 
still at an early stage. Many existing issues have not been fully 
addressed, while new challenges keep emerging from industry 
applications. Some of the challenging research issues in cloud 
computing are given below:  
[A] Service Level Agreements (SLA’s): It's important for 
customers to get guarantees from suppliers on service 
delivery. Cloud customers don't have management over the 
underlying computing resources, they must make sure the 
quality, convenience, responsible, and performance of those 
resources.  

 
[B] Interoperability: The primary goal of ability is to 
comprehend the seamless fluid knowledge across clouds and 
between cloud and native applications [20]. 
 
[C] Reliability: The cloud servers also experience downtimes 
and slowdowns as our local server.  

 
[D] Cloud Data Management & Security: There are various 
security problems such as information loss, phishing cause 
serious threats to organization's information and software 
system. Hence, more concerns on security issues, such as 
availability, confidentiality, data integrity, control, audit etc. 

1. Availability: The goal of availability for cloud computing 
systems is to ensure its users can use them at any time, at 
any place. 
2. Confidentiality: It keeps user’s data secret in the cloud 
systems.  
3. Data integrity: In the cloud system Information cannot 
be not lost or modified by unauthorized users. 

   4.  Control: In the cloud system means to regulate the use of 
the system, including the applications, its infrastructure and 
the data. 

5.  Audit: It provides to monitor what happened in the cloud 
system. 
6. Data Encryption: Data encryption provides security to 
the data. Encryption should be done before the data is 
moved to the cloud [21]. 
 

 [E] Energy Management: The another major issue is energy 
management. . It has been estimated that the cost of powering 
and cooling accounts for 53% of the total operational 
expenditure of data centers [22]. Designing energy-efficient 
data centers design is big challenge. 

 
[F] Server Consolidation: Server consolidation approach is 
used to maximize resource utilization while minimizing 
energy consumption in a cloud computing environment. Live 
VM migration technology is used to consolidate. 
 
[G] Migration of virtual Machines: Virtual machine 
migration is a process to move a virtual machine or multiple 
virtual machines from one physical host to another physical 
host. It has evolved from process migration techniques [23] 
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More issues on cloud computing are: 
 

• Multi-tenancy 
• Common Cloud Standards 
• Platform Management 

 
 

 

V. CONCLUSION AND FUTURE WORK 
 

In this paper, we present an overview of cloud computing. We 
also present its advantages and disadvantages and service and 
deployment model. We focus on its key technology 
“virtualization” and its types. Cloud computing is digital era 
technology which still has many research challenges which we 
mentioned in our paper. We believe that there are still several 
areas in cloud computing that require researcher’s attention. In 
future we will have a detail study about cloud computing 
issues. 
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This book is a compilation of peer-reviewed papers presented at the
International Conference on Machine Intelligence and Data Science
Applications, organized by the School of Computer Science,
University of Petroleum & Energy Studies, Dehradun, on September
4 and 5, 2020. The book starts by addressing the algorithmic aspect
of machine intelligence which includes the framework and
optimization of various states of algorithms. Variety of papers related
to wide applications in various fields like image processing, natural
language processing, computer vision, sentiment analysis, and
speech and gesture analysis have been included with upfront details.
The book concludes with interdisciplinary applications like legal,
health care, smart society, cyber physical system and smart
agriculture. The book is a good reference for computer science
engineers, lecturers/researchers in machine intelligence discipline
and engineering graduates.
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